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Abstract—Gross Regional Domestic Product (GRDP) at constant prices is the main indicator to measure the region's economic growth. 
Java Island still contributes the largest of Indonesia's Gross Domestic Product (GDP). Central Java is one of the three largest provinces in 
Java Island, but the GRDP average of Central Java is still far behind the other two others. Therefore, it is necessary to examine the factors 
affecting GRDP in Central Java.  The addition of time elements in this data  as consequence of the GRDP were measured every year. The 
analysis used was panel data regression analysis. This aims of this paper was to investigate the factors which affected GRDP by panel 
data regression analysis in Central Java. The observed data were recorded from 2011-2015. The results showed that the factors which 
were affecting the GRDP were original local goverment revenue, regional minimum wage, and human development index. 

Index Terms— Panel data, gross regional domestic product, economic growth, Central Java.   

——————————      —————————— 

1 INTRODUCTION                                                                     
CONOMIC growth is an indicator of the development 
success. Based on data from Statistics of Indonesia (BPS), 
Indonesia's economic growth in 2011 was 6.5%. The num-

ber continues to decrease until 2014 to 4.88%. The decline in 
economic growth reflects that Indonesia's economic is slowing 
down.   

An indicator to measure a country’s economic growth was 
Gross Domestic Product (GDP), meanwhile the economic 
growth of a region was measured by Gross Regional Domestic 
Product (GRDP). According to Statistics of Indonesia (BPS), 
GRDP is the gross added value of all goods and services 
created or produced in an area obtained from various econom-
ic activities within a certain period. GRDP is the primary indi-
cator to measure the economic growth of a region. The region 
could be a province or a district. There are two types of GRDP, 
namely GRDP at current prices and GRDP at constant prices. 
There are three approaches used in GRDP calculation i.e. pro-
duction approach, income approach, and expenditure ap-
proach. In this paper used GRDP at constant prices. 

Based on data from BPS, Java was the maiin contribution of 
Indonesia’s Gross Domestic Product (GDP). The average 
GRDP in Java in the period 2011-2015 contributed 57.73% to 
the GDP of Indonesia. Central Java is one of the third largest 
provinces in the Java island, however the average GDP of 
Central Java contributeds 8.93% for Indonesia's GDP. On other 
side, the average GRDP of West Java and East Java 
contributed 13.33% and 14.61%, respectively. The contribution 
of Central Java was the lowest among West Java and East Java 
Province.  A study needed to evaluate factors which 
contributed to GRDP in Central Java.  The result was expected 
to be an information to local government to make poicy so the 
GRDP is increasing. 

The data used in this paper were GRDP all districts/cities 
in Central Java for periods  2011 until 2015. As the 
observations were over time, the analysis used was panel data 
regression analysis. Panel data is a combination of cross-
sectional and time series data. According to Hsiao [4], 
advantages of panel data are first, more accurate model 
parameter estimates of the model, and, second, more allows 
researchers to analyze issues that can not be solved with cross-
sectional or time series data only. 

2 LITERATURE REVIEWS 

Panel Data Regression 
Panel data are a combination of cross-sectional data and time 
series data. A time series data is a series of data in which the 
observations are taken sequencing with equally space points 
in time. Cross-sectional data are a type of data in which the 
observations are consisted of several or many objects in a pe-
riod of time. According to Gujarati [5], panel data are the 
cross-sectional data which observed several times. In general, 
according to Baltagi [3], the panel data regression model is 
expressed as follows: 

         
(1) 

 
where i = 1, 2, ...,n ; j = 1, 2, ...,t; k = 1, 2, ...,p; with i as cross 

sectional dimension, j index shows the time dimension, and k 
indicates the number of independent variable used. yij is the i-
th response on location and j-th period and xkij is the k-th 
independent variable for the i-th location and j-th period, βk is 
the coefficient of k-th independent variable,  is a constant, μi 
is the effect of unobservable individual-spesific effect and εij is 
i-th residual of location and j-th period. 
 There are three forms of data panel models, namely: 
a) Pooled Model 

This model does not concern on the effect of location and 
time. The resulting panel data regression will be applied 
to each location. This model is the simplest model. 
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b) Fixed Effect Model 
In this model, the intercept of the model can be 
distinguished between locations because each location is 
considered to have its characteristics. The assumptions of 
the model are:  

(i) μi is assumed to be fixed so that it can be expected 
(ii) εij has normal distribution, with mean 0 and variance 

      .            
(iii) Xij   is mutually independent with        for each i and j. 

 
One of several ways to calculate parameter estimation 
on the fixed effect model is within transformation 
method. This method is done by subtracting the 
equation of the fixed effect model with the average 
equation. The equation model for the average is as 
follows: 
 
       (3) 
 
 
The equation of the fixed effect model with the fixed 
effect estimator is obtained by subtracting equation (1) 
by equation (3) as follows: 
  
       (4) 
 
So the general equations of the fixed effect model with 
the fixed effect estimator are as follows: 
 
       (5) 
 
 

c) Random Effect Model 
The object used in this model is usually a randomly 
selected object from a large population. The assumptions 
that must be met in this model are: 
(i)        has normal distribution with mean 0 and variance 

    .                
(ii)      has normal distribution with mean 0 and 

variance                 .    . 
(iii) Xij mutually independent with      and      for each i 

and j. 

3 METHODS 

3.1 Data 
The data used were secondary data from Statistics of Central 
Java Province. The data consisted of all districts/cities in 
Central Java in period 2011-2015. The respon variable was the 
GRDP of each districs/cities in million Rupiah meanwhile the 
explanatory variables can be seen in Table 1. 

Table 1 The explanatory variables used in the study 
 
 
 
 
 

 

3.2 Method of Analysis 
The steps of the analysis data of this research are: 
a. Conducting data exploration 
b. Conducting multicollinearity test 
c. Regressing the panel data: 

1) Conducting Lagrange Multiplier Test 
(i) Testing of time or cross-sectional effects 

The hypothesis is: 
       (no time or location effects)  
H1   : at least one of the value is nonzero  (there is a 
time or cross-sectional effect) 
 The test statistic used is as follows: 
 
      (6) 
 
 
 
 
 
 

(ii) Testing of cross-sectional effects 
The hypothesis is: 
  (Location has no effect) 
  (Location has an effect) 
 
 The test statistic used is as follows: 
 
      (7) 
 

(iii) Testing of time effect 
The hypothesis is: 
  (Time has no effect) 
  (Time has an effect) 
 
 The test statistic used is as follows: 
 
      (8) 
 
  

2) Conducting Chow test to test whether the model is 
pooled model or fixed effects model 
The Chow test is used to test the significance between 
the pooled model and the fixed effects model. The 
hypothesis of the Chow test is as follows Baltagi [3]: 
          (pooled model) 
H1   : at least one of the µ1 is zero (fixed effect model) 
 

 The test statistic used is as follows: 
 
       (9) 
 
 
with RRSS as the restricted residual sum of squares 
estimation of pooled models. URSS is an unrestricted 
residual sums of squares predicted by a fixed effects 
model. Chow test statistic follows F distribution with 
the degree of freedom (n-1, nt-n-k). 
 

3) Conducting Hausman test to test whether the model 
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is random or fixed effects model 
The Hausman test is used to test the significance 
between the random effects model and the fixed 
effects model. The hypothesis used is as follows 
Baltagi [3]: 
            (random effects model) 
            (fixed effects model) 
Test statistic used is as follows: 
 
                  (10) 
with: 
β : vector coefficient of variable of fixed model 
b : vector coefficient of variable of random 
effects model  
The test statistic value folows Chi Square distribution 
with the degree of freedom k, with k indicating the 
number of explanatory variables. 

4) Conducting test of normality of residual. If residual 
does not follow the normal distribution, the response 
variable needs to transform. The Box-Cox method 
was used to choose the appropriate transformation of 
the data. 

5) Doing interpretation of the model 
 

4 RESULT AND DISCUSSION 

4.1 Data Description 
 

Central Java Province consists of 35 districts/cities, name-
ly 29 districts and 6 cities. GRDP of Central Java Province in 
2015 amounted to 805.84 trillion rupiahs. Semarang city had 
109.14 trillion rupiahs of GRDP, the highest value in Central 
Java. Gross Regional Domestic Product (GRDP) of Cilacap 
Regency and Kudus Regency became the second and third 
highest, i.e., 88.78 trillion rupiahs and 65.18 trillion rupiahs. 
The lowest GRDP in 2015 is Magelang City, which amounted 
to 5.24 trillion rupiahs. 

Semarang City had the highest value of the amount of labor 
(X1) in 2015 and Magelang City was the lowest. The highest value 
of the variable of original local government revenue (X2) was Se-
marang City and the lowest was Banjarnegara District. The highest 
value of the variable of Regional Minimum Wage (X3) was also 
owned by Semarang City while the lowest was Banyumas District. 
The highest value of HDI (X4) was obtained by Salatiga City and 
the lowest was Brebes District. 

 
4.2 Multicolinearity Test 

The multicollinearity test was performed to determine the 
correlation among the explanatory variables. This test was 
performed by calculating the VIF (Variance Inflation Factor) 
value. Table 2 shows the VIF values of each explanatory 
variable. VIF value > 5 indicates that there is multicollinearity 
in the explanatory variables. Based on Table 2, the VIF values 
of the four explanatory variables are less than 5, so it can be 
concluded that there were no multicollinearity in all 
explanatory variables used in this study.  

 

Table 2 VIF value of explanatory variables 
 
 

 
 
 
 
 
 
4.3 Determination of Panel Model 

Lagrange Multiplier test was conducted to test the effect of 
time, cross-sectional or both. The result of Lagrange Multiplier 
test can be seen in Table 3. Based on Table 3, it concluded that 
only the cross-sectional effect had a significant effect on GDP 
data of districts/cities in Central Java in 2011-2015, while the 
effect of time was not significant. 

 
Table 3 Lagrange Multiplier, Chow, and Hausman test results 
 
 

 
 
 
 
 
 
 
 
The Chow test was performed to choose between pooled 

models or fixed effect models. In Table 3 the F value was 
600.43 with the p-value of 0.000, it was less than α = 5%. It 
concluded that model in this research was a fixed effects 
model. Next, the Hausman test was performed to determine 
the choice between a random model and a fixed effect model. 
The value of Chi-Square of  the Hausman test was 86.73 with a 
p-value of 0.000, it less than α = 5%. It concluded that the final 
model used in this study was a fixed effects model. 
 

 
4.4 The estimation of fixed effects panel model with 

cross-sectional effects 
The parameter estimation of the fixed effects model is 

shown in Table 4. The R-square value of the model was  
77.81% and R-square adjusted value of the model was 60.47%. 
This means that the explanatory variables used in the model 
were able to explain the variance of GRDP in Central Java by 
77.81%, while the remainder was explained by other factors 
outside the model. 

Tabel 4 shows that only X2 (the variable of original local 
government revenue) was Significant to GRDP at α = 5%. 
Other explanatory variables were not significant at α = 5%. 
However, X4 (HDI) was significant at α = 10%. Hence, two 
explanatory variables were significant at α = 10%, namely X2 
(the variable of original local government revenue) and X4 
(HDI). The coefficient of X4 (HDI) was negative. It is supposed 
to be positive. 

 
Table 4 The estimation of fixed effects model with cross-

sectional effect 
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The validation of the model was done by doing the 
normality test of residual. The normality test was done by 
Kolmogorov-Smirnov (KS) test. The value of statistic KS was 
0.112 with the p-value was 0.000. As the p-value was lower 
than α = 5%, the null hypothesis was rejected. It means that 
the data did not follow the normal distribution. It might be a 
cause why the coefficient of X4 (HDI) was negatif. 

To overcome the problem, the transformation of the 
response variable was conducted by Box-Cox 
transformation. The optimum lambda of Box-Cox 
transformation was -0.23 (Figure 1). As the resulting lambda 
value was close to 0, so the selected transformation was a 
natural logarithm function (ln).   

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1 Graphic of Box-Cox Transformation 

 
The estimation of parameter model of the transformation 

GRDP are shown in Table 5. The table shows that there were 
three explanatory variables that significantly affect at α = 5%, 
i.e. X2, X3 and X4. One additional explanatory variable was 
significant compared to the original model (see Table 4). 
Furthermore, X1 effected ln (GRDP) at α = 10%. The good 
news is all the coefficient of the model had a positive 
coefficient value. This means that all explanatory variables 
had a positive relationship to ln (GRDP). The more amount of 
labor, regional income, Regional Minimum Wage and the 
higher the HDI led to the growth of ln (GRDP). Hence, the 
transformation also overcame the magnnitude of coefficient 
problem. 

The value of R-square was higher than the R-square of the 
original model. It was 95.09% and R2 adjusted of 73.90%. This 
means that the explanatory variables used in the model were 
able to explain the variability of GRDP by 95.09%, while the 
remainder was explained by other factors outside the model. 
The Kolmogorov-Smirnov test confirmed that residual of the 
model followed the normal distribution (KS statistic = 0.060 

and p-value = 0.123). 
 

Table 5 Model estimation with transformation 
 
 

 
 
 
 
 
 

5 CONCLUSION 
In conclusion, three of four explanatory variables had 

significant effect variables had significant effect to GRDP. Those 
were original local government revenue, regional minimum 
wage, and human development index. The model was also 
satisfied because the R-square achieve 95.09%. 
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